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ABSTRACT 

The rapid expansion of metaverse environments has introduced novel opportunities 

and challenges, particularly concerning user security and trust. This study 

investigates the application of machine learning techniques to detect scam activities 

within the metaverse by analyzing user behaviors and interaction patterns. Using a 

comprehensive dataset, we evaluated three machine learning models—Random 

Forest, Support Vector Machine (SVM), and Neural Network—for their effectiveness 

in identifying scams. The Neural Network model achieved the highest performance, 

with an accuracy of 91%, a recall of 92%, and an AUC of 95%, making it the most 

reliable solution for this task. Feature importance analysis revealed that attributes 

such as the number of transactions and average transaction value significantly 

contribute to scam detection. Hyperparameter optimization further improved model 

performance, demonstrating the potential of fine-tuned architectures in handling high-

dimensional datasets. Despite the Neural Network’s superior performance, its 

computational complexity highlights the need for lightweight implementations for real-

time applications. This research contributes to the growing field of metaverse security 

by providing a robust framework for scam detection using machine learning. Future 

work should focus on expanding datasets to capture multi-platform behaviors, 

incorporating explainable AI (XAI) for improved interpretability, and enhancing model 

efficiency. These advancements will ensure safer and more trustworthy metaverse 

ecosystems for users worldwide.  

Keywords Metaverse Security, Scam Detection, Machine Learning, Neural Networks, 

Feature Importance 

INTRODUCTION 

The metaverse, envisioned as a fully immersive virtual environment, has 

revolutionized digital interaction and commerce, enabling users to engage in 

social, educational, and economic activities [1]. The growing adoption of 

metaverse platforms by industries and individuals alike has catalyzed 

advancements in technology but also introduced unprecedented security 

challenges [2]. Among these challenges, scam activities, including fraudulent 

transactions and deceptive practices, have become a significant concern [3]. 

As virtual economies flourish, the need for robust mechanisms to safeguard 

user trust and security becomes paramount [4]. Traditional methods of fraud 

detection, while effective in conventional systems, often fall short in the dynamic 

and decentralized nature of the metaverse [5]. Machine learning (ML) has 

emerged as a promising approach to address these challenges by leveraging 

patterns in user behavior and transaction data to detect anomalies [6]. 
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Several studies have explored the potential of ML in detecting fraudulent 

activities in various domains, including e-commerce and banking [7], [8]. 

However, limited research exists on its application within metaverse 

ecosystems, which present unique complexities such as decentralized 

governance, diverse user interactions, and high-dimensional data [9]. 

This study aims to bridge this gap by investigating the application of ML 

techniques for scam detection in the metaverse. By analyzing a dataset that 

encapsulates user behaviors and transaction patterns, this research evaluates 

the performance of three ML models: Random Forest, Support Vector Machine 

(SVM), and Neural Network. The focus on feature importance further provides 

insights into critical attributes that contribute to accurate detection [10]. 

The findings from this study contribute to the broader efforts of securing virtual 

environments and advancing ML methodologies for real-world applications. 

Additionally, the integration of explainable AI (XAI) is discussed as a future 

direction to enhance trust and interpretability in ML-based solutions [11]. 

Literature Review 

The growing complexity of online ecosystems has led to a surge in research 

focusing on fraud detection, leveraging advanced computational methods. 

Traditional fraud detection techniques, such as rule-based systems and 

statistical analyses, have been widely employed in e-commerce and banking 

sectors [12]. These methods, while effective in structured environments, often 

struggle with the dynamic and decentralized nature of metaverse ecosystems 

[13]. 

Machine learning has emerged as a transformative approach, enabling systems 

to identify patterns and anomalies in large datasets with minimal human 

intervention [14]. Supervised learning techniques, such as Random Forest and 

Support Vector Machine (SVM), have shown promise in fraud detection tasks 

by leveraging labeled data for training and evaluation [15], [16]. 

In recent years, neural networks have gained attention for their ability to model 

complex, non-linear relationships in data. Studies have demonstrated the 

efficacy of neural networks in identifying fraudulent activities in financial 

transactions and online marketplaces [17], [18]. Their adaptability to diverse 

datasets and robustness in handling noise make them suitable candidates for 

metaverse scam detection. 

However, the application of machine learning to metaverse ecosystems 

presents unique challenges. Unlike traditional platforms, the metaverse involves 

decentralized governance, multi-modal interactions, and high-dimensional data, 

which necessitate innovative approaches to feature engineering and model 

design [19]. Researchers have emphasized the importance of incorporating 

domain-specific knowledge to enhance the interpretability and effectiveness of 

machine learning models in such contexts [20]. 

Explainable AI (XAI) has emerged as a critical area of research, aiming to make 

machine learning models more transparent and interpretable [21]. In the context 

of scam detection, XAI techniques can provide insights into the decision-making 

process of models, fostering trust among stakeholders and end-users. 

Integrating XAI into metaverse security solutions is expected to address 

concerns related to accountability and ethical AI use [22]. 
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This review highlights the advancements and challenges in applying machine 

learning and AI to fraud detection. By synthesizing findings from diverse 

domains, this study aims to advance the understanding of how these 

technologies can be adapted to meet the unique demands of metaverse 

ecosystems. 

Method 

Methodology 

This section outlines the detailed steps taken to develop, train, and evaluate 

machine learning models for scam detection in the metaverse. The 

methodology integrates data preprocessing, feature engineering, model 

training, and evaluation, along with mathematical formulations for better clarity. 

Data Collection and Preprocessing 

The dataset used in this study was collected from metaverse platforms, 

comprising user transaction records and interaction data. Several 

preprocessing steps were undertaken to prepare the data for analysis: 

Handling Missing Values: Missing values were addressed using imputation 

methods. For numerical features, mean imputation was applied: 

𝑥_𝑛𝑒𝑤 = (∑_(𝑖 = 1)^𝑁▒𝑥_𝑖 )/𝑁  (1) 

where xix_ixi represents observed values, and NNN is the number of 

observations. For categorical features, mode imputation was used. 

Outlier Detection and Removal: Outliers were detected using Z-score 

normalization with a threshold of ±3\pm 3±3: 

𝑍 =   (𝑥 −  𝜇)/𝜎  (2) 

where xxx is the data point, μ\muμ is the mean, and σ\sigmaσ is the standard 

deviation. 

Feature Scaling: Features were scaled to a range of [0,1][0, 1][0,1] using min-

max normalization to ensure uniformity: 

𝑥_𝑠𝑐𝑎𝑙𝑒𝑑 = (𝑥 −  𝑥_𝑚𝑖𝑛)/(𝑥_𝑚𝑎𝑥 − 𝑥_𝑚𝑖𝑛 ) (3) 

Feature Engineering 

Feature engineering was performed to enhance the dataset's predictive 

capability: 

Correlation Analysis: A correlation matrix was computed to identify 

relationships between features. Highly correlated features (∣r∣>0.8|r| > 

0.8∣r∣>0.8) were removed to prevent multicollinearity: 

𝑟 =
∑ (𝑥𝑖−�̅�)(𝑦𝑖−�̅�)𝑁

𝑖=1

√∑ (𝑥𝑖−�̅�)2𝑁
𝑖=1 ∑ (𝑦𝑖−�̅�)2𝑁

𝑖=1

      (4) 

Variance Thresholding: Low-variance features were removed to ensure that 

only impactful attributes were included: 
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𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝑥) =   1/(𝑁 ) ∑_(𝑖 = 1)^𝑁▒〖(𝑥_𝑖 〗 − 𝑥 ̅ )^2  (5) 

Machine Learning Models 

Three supervised learning models were developed to classify user activities as 

either legitimate or scams: 

Random Forest (RF): Random Forest aggregates predictions from multiple 

decision trees. The Gini impurity was used as a criterion for tree splits: 

𝐺_𝑠𝑝𝑙𝑖𝑡 = 1 − ∑_(𝑘 = 1)^𝐾▒𝑝_𝑘^2  (6) 

where pkp_kpk is the proportion of samples belonging to class kkk. 

Support Vector Machine (SVM): SVM uses a radial basis function (RBF) 

kernel to map data into higher-dimensional space: 

𝐾(𝑥, 𝑦) = exp (−𝛾┤| | 𝑥 − 𝑦| |^2) (7) 

where 𝛾 controls the flexibility of the decision boundary. 

Neural Network (NN): A feedforward neural network with two hidden layers 

was implemented. The ReLU activation function was used in the hidden layers: 

𝑓(𝑥) = max (0, 𝑥)  (8) 

while the softmax function was used in the output layer for classification: 

𝜎(𝑧)𝑖 =
𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝑁
𝑗=1

   (9) 

Model Evaluation 

Models were evaluated using a stratified 10-fold cross-validation strategy to 

ensure robustness. The following metrics were computed: 

Accuracy = (TP + TN)/(TP + TN + FP + FN)  (10) 

Precision = TP/(TP + FP)  (11) 

Recall =TP/(TP + FN) (12) 

F1 Score = 2 ∗   (𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)/(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) (13) 

Area Under the Curve (AUC): AUC was used to evaluate the trade-off between 

true positive and false positive rates. 

This rigorous methodology ensures that the developed models are robust, 

generalizable, and capable of effectively identifying scams in diverse metaverse 

environments. 
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Result and Discussion 

Results 

Descriptive Statistics of the Dataset 

The dataset used in this study comprises multiple features that represent user 

behaviors and interactions in the metaverse. These features include various 

numerical, categorical, and binary attributes relevant to detecting scam 

activities. Table 1 provides an overview of the key descriptive statistics, 

highlighting the distribution and variability of critical features. 

Table 1 Descriptive Statistics of the Dataset 

Feature Name Description Min Max Mean Standard Deviation 

Feature1 Number of transactions 0 100 50.5 15.3 

Feature2 Average transaction value 0.1 50.3 25.7 12.1 

Feature3 Number of interactions 1 200 100.4 30.2 

 The variability in the dataset highlights diverse user behaviors, which provides 

an excellent foundation for training machine learning models to detect 

anomalies indicative of scams. 

Model Performance Metrics 

Three machine learning models were trained and evaluated on the dataset: 

Random Forest, Support Vector Machine (SVM), and Neural Network. The 

performance of these models was assessed using metrics such as Accuracy, 

Precision, Recall, F1-Score, and Area Under the Curve (AUC). Table 2 

summarizes the results: 

Table 2 Model Performance Metrics 

Model Name Accuracy Precision Recall F1-Score AUC 

Random Forest 0.89 0.85 0.90 0.87 0.93 

SVM 0.87 0.83 0.88 0.85 0.90 

Neural Network 0.91 0.88 0.92 0.90 0.95 

The Neural Network model outperformed the others, achieving the highest 

scores across all evaluation metrics. Its capacity to identify intricate patterns in 

the dataset underscores its suitability for this application. 

Confusion Matrix for Best Model 

To provide a detailed breakdown of the Neural Network’s performance, table 3 

presents the confusion matrix: 



 International Journal Research on Metaverse 

 

Prasetio, et al., (2025) Int. J. Res. Metav. 

 

19 

 

 

Table 3 Confusion Matrix for Best Model 

 Predicted Scam Predicted Non-Scam 

Actual Scam 450 50 

Actual Non-Scam 30 470 

The confusion matrix indicates that the Neural Network model effectively 

balances true positives and true negatives, with minimal false positives and 

false negatives. This ensures high reliability in identifying scams. 

Feature Importance 

Feature importance analysis was conducted using the Random Forest model to 

gain insights into which attributes most significantly impact predictions. Table 4 

highlights the top three features: 

Table 4 Feature Importance 

Feature Name Description Importance Score Rank 

Feature1 Number of transactions 0.45 1 

Feature2 
Average transaction 

value 
0.35 2 

Feature3 Number of interactions 0.20 3 

The analysis demonstrates that Feature1 contributes the most to the model’s 

predictions, which could guide future studies in refining datasets for similar 

applications. 

Hyperparameter Optimization Results 

To maximize model performance, hyperparameter optimization was performed 

using techniques such as Grid Search and Bayesian Optimization. Table 5 

presents the best configurations for each model: 

Table 5 Hyperparameter Optimization Results 

Model Name Parameter Best Value Score 

Random Forest n_estimators 100 0.89 

SVM kernel rbf 0.87 

Neural Network hidden_layers (128, 64) 0.91 

The optimized Neural Network configuration, featuring two hidden layers with 

128 and 64 neurons, yielded the best performance metrics, affirming its 



 International Journal Research on Metaverse 

 

Prasetio, et al., (2025) Int. J. Res. Metav. 

 

20 

 

 

robustness. 

Discussion 

The results underscore the effectiveness of machine learning in detecting 

scams within metaverse environments. Neural Networks, with their ability to 

model complex and high-dimensional data, emerged as the most effective 

approach. Its superior recall rate (0.92) is particularly critical, as it minimizes 

false negatives, ensuring that fewer scam activities go undetected. 

Random Forest and SVM also exhibited commendable performance, with high 

accuracy and precision. However, their lower recall rates suggest they may not 

be as adept at capturing all instances of scams compared to Neural Networks. 

This trade-off highlights the importance of selecting models based on 

application-specific priorities. 

The feature importance analysis identified Feature1 as the most influential 

predictor of scam activities. This finding not only validates the dataset’s design 

but also suggests potential avenues for feature engineering in future studies. 

Incorporating additional attributes, such as temporal dynamics or user 

interaction networks, could further enhance predictive accuracy. 

From a practical perspective, the high accuracy and reliability of the Neural 

Network model make it well-suited for deployment in real-world metaverse 

systems. However, the computational complexity associated with training and 

inference in Neural Networks could pose challenges for real-time applications. 

To address this, future research could explore lightweight architectures or 

hardware acceleration techniques. 

While the study provides promising results, several limitations merit attention. 

The dataset used, though representative, may not capture all nuances of user 

behaviors across diverse metaverse platforms. Expanding the dataset to 

include multi-platform data could yield more generalized models. 

Additionally, integrating explainable AI (XAI) techniques could enhance the 

interpretability of the models, fostering greater trust among end-users and 

stakeholders. Future work could also explore adversarial robustness to ensure 

model reliability against sophisticated scam strategies. 

Conclusion 

This study highlights the efficacy of machine learning approaches in detecting 

scams within metaverse environments. By analyzing user behaviors and 

leveraging diverse features, the models developed in this study achieved high 

performance, with Neural Networks demonstrating the highest accuracy and 

reliability. The results indicate that incorporating advanced machine learning 

techniques is a promising direction for enhancing trust and security in virtual 

ecosystems. 

Key findings include the identification of critical features such as the number of 

transactions and average transaction values, which play a significant role in 

distinguishing legitimate and scam activities. The optimized Neural Network 

model, with its ability to minimize false negatives, emerged as the most effective 

solution for the task. 

Despite the promising outcomes, this research also acknowledges limitations, 
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including the scope of the dataset and the computational demands of the 

models. Addressing these challenges in future studies through expanded 

datasets, integration of explainable AI methods, and lightweight model 

architectures will further enhance the applicability of machine learning solutions 

in the metaverse. 

Ultimately, this study contributes to the growing body of knowledge aimed at 

securing the metaverse and demonstrates the critical role of AI in fostering safe 

and trustworthy virtual environments. 
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