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ABSTRACT 

The increasing complexity of transactions within blockchain-based metaverse 

ecosystems has intensified the need for robust anomaly detection systems capable 

of identifying fraudulent, automated, or irregular behaviors. This study proposes a 

Hybrid Autoencoder–Isolation Forest (AE–IF) model for detecting anomalies in 

metaverse blockchain transactions through a combination of deep feature 

reconstruction and ensemble-based isolation. The proposed framework leverages the 

Autoencoder’s ability to learn nonlinear feature representations and the Isolation 

Forest’s capacity to isolate sparse anomalies, enabling the detection of both global 

and local irregularities. Experimental evaluation using real-world transaction data 

demonstrates that the hybrid model outperforms individual methods, achieving a 

ROC-AUC of 0.952, Precision of 0.88, Recall of 0.86, and F1-Score of 0.87. The ROC 

and Precision–Recall analyses confirm the model’s superior discriminative power and 

stability across imbalanced data distributions. Furthermore, behavioral analysis 

reveals distinct high-risk transaction patterns, including extended user sessions, 

cross-regional fund transfers, and irregular purchase behaviors. The results highlight 

the hybrid model’s effectiveness not only in anomaly detection but also in uncovering 

underlying behavioral and geographical risk factors. The proposed framework 

provides a scalable foundation for intelligent financial risk monitoring and cyber-fraud 

detection in decentralized metaverse economies. 

Keywords Anomaly Detection, Blockchain, Metaverse Transactions, Autoencoder, 

Isolation Forest. 

INTRODUCTION 

The emergence of the metaverse as a decentralized and immersive digital 

environment has transformed the way individuals interact, trade, and manage 

digital assets [1]. Within this expanding ecosystem, blockchain technology has 

become the foundational infrastructure that ensures transparency, verifiability, 

and immutability of digital transactions [2]. However, as blockchain adoption in 
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the metaverse continues to accelerate, the number and diversity of transactions 

have grown exponentially, leading to increased exposure to fraudulent 

behaviors, automated trading bots, and anomalous user activities that threaten 

financial integrity and trust within the system. The ability to detect and mitigate 

such irregularities has therefore become a critical aspect of maintaining the 

security and reliability of metaverse-based financial ecosystems [3]. 

Conventional anomaly detection methods, such as statistical thresholding or 

rule-based classification, often fail to handle the complex, nonlinear, and high-

dimensional characteristics of blockchain transactions [4]. These methods 

typically rely on simplified assumptions about data distribution, which are 

inadequate in the context of metaverse environments where user behaviors and 

transaction patterns evolve rapidly and unpredictably. Moreover, the data are 

often highly imbalanced, as normal transactions vastly outnumber anomalous 

ones, causing traditional classifiers to overlook rare but critical events. 

Consequently, the challenge lies not only in detecting anomalies accurately but 

also in developing models capable of adapting to dynamic and heterogeneous 

blockchain data. 

Machine learning and deep learning techniques have emerged as powerful 

alternatives for addressing these limitations due to their capacity for pattern 

recognition and data-driven learning [5]. Among these, Autoencoders have 

been widely used for anomaly detection because of their ability to learn compact 

latent representations and reconstruct normal behavior effectively. Anomalies 

are typically identified through reconstruction error, which captures deviations 

from learned patterns [6]. However, Autoencoders tend to underperform when 

dealing with localized or sparse irregularities, as they may overfit dominant 

patterns in the data. In contrast, the Isolation Forest algorithm isolates 

anomalies by recursively partitioning the data space using random trees, 

making it highly effective for identifying local outliers [7]. Despite this, it cannot 

capture complex feature relationships and nonlinear dependencies that are 

essential in blockchain-based behavioral data. 

To address these complementary weaknesses, this study introduces a AE–IF 

framework that combines the representational learning capacity of the 

Autoencoder with the anomaly isolation capability of the Isolation Forest. This 

integration enables the detection of both global and local anomalies within 

metaverse blockchain transactions. The hybrid approach allows for a more 

comprehensive understanding of transaction behaviors, improving detection 

accuracy while maintaining interpretability. By leveraging both reconstruction-

based and ensemble-based mechanisms, the proposed model aims to identify 

not only fraudulent or irregular activities but also subtle behavioral shifts that 

may indicate emerging security risks. 

The hybrid framework was evaluated using a dataset of blockchain transactions 

from metaverse environments, which included behavioral, contextual, and 

financial attributes such as transaction type, amount, location, and user session 

characteristics. The results showed that the hybrid model achieved significant 

improvements over its individual components, recording a ROC-AUC of 0.952, 

Precision of 0.88, Recall of 0.86, and F1-score of 0.87. These findings confirm 

that the hybrid model is more effective in distinguishing between normal and 

anomalous transactions. Furthermore, analysis of detected anomalies revealed 

meaningful behavioral patterns: users with extended session durations and low 
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transaction frequencies were frequently classified as anomalous, suggesting 

the presence of automated activity, while cross-regional fund transfers and 

inconsistent purchase behaviors often corresponded with higher anomaly 

scores. These insights demonstrate the model’s capacity not only to detect 

anomalies but also to uncover behavioral and geographical risk indicators that 

are valuable for regulatory and security monitoring. 

The main contribution of this study lies in its development of a hybrid detection 

mechanism that unites the strengths of deep learning and ensemble methods 

to enhance blockchain anomaly analysis. The model’s ability to integrate 

reconstruction-based feature learning and isolation-based outlier detection 

allows it to achieve superior accuracy, interpretability, and robustness in the 

context of metaverse financial ecosystems. Beyond its technical performance, 

the hybrid framework also contributes to the understanding of how user 

behavior, geographical dynamics, and network context interact to form high-risk 

transactional patterns. These findings have practical implications for improving 

fraud detection, behavioral analytics, and cyber-risk assessment in 

decentralized environments. 

The remainder of this paper is structured as follows. Section 2 discusses related 

works on blockchain anomaly detection and hybrid machine learning 

approaches. Section 3 explains the data preprocessing and methodological 

framework, including model construction and feature integration. Section 4 

presents the experimental results and analysis, while Section 5 discusses the 

interpretive implications and limitations of the findings. Finally, Section 6 

concludes the study and offers directions for future research, including the 

integration of real-time detection and graph-based learning architectures to 

further enhance anomaly interpretability in blockchain-based metaverse 

systems. 

Literature Review 

The rapid expansion of blockchain technology has transformed the digital 

economy by introducing decentralized, transparent, and immutable transaction 

systems. Within the metaverse, blockchain serves as the core infrastructure that 

enables virtual ownership, asset exchange, and digital identity management. 

However, this expansion has also produced increasingly complex transaction 

patterns that are vulnerable to anomalous and fraudulent behaviors such as 

wash trading, automated bot activity, and money laundering [8]. Consequently, 

the development of robust and intelligent anomaly detection systems has 

become a central focus in blockchain and cybersecurity research. 

Early studies on blockchain anomaly detection primarily utilized statistical and 

rule-based models to identify irregularities in transaction data. These methods, 

including threshold-based deviation analysis and z-score detection, offered 

interpretability but were limited in handling high-dimensional and dynamic data 

structures [9]. They often assumed linear relationships among features, which 

are unsuitable for blockchain data that exhibit nonlinear interactions and 

temporal dependencies. Furthermore, such traditional approaches tend to be 

sensitive to noise and lack generalizability across evolving transaction 

environments. As a result, research on blockchain anomaly detection has 

increasingly shifted toward Machine Learning (ML) and Deep Learning (DL) 

paradigms. 
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Among the early ML-based approaches, Logistic Regression (LR) and Support 

Vector Machines (SVM) were employed to classify transactions using 

predefined features extracted from blockchain networks [10]. Although these 

models improved detection accuracy compared to traditional thresholding, they 

still required extensive feature engineering and were limited in uncovering 

hidden structural patterns. More recent works have adopted unsupervised 

learning algorithms such as K-Means, DBSCAN, and Gaussian Mixture Models 

(GMM) to cluster blockchain transactions and identify outliers based on distance 

metrics [11]. These methods provided flexibility for unlabeled datasets but 

remained sensitive to feature scaling and struggled to capture complex 

nonlinear relationships among variables. 

To address these limitations, subsequent research explored the use of 

Autoencoders (AE) for unsupervised anomaly detection in high-dimensional 

blockchain data. Autoencoders are neural network architectures that learn 

compressed latent representations of data by minimizing reconstruction error, 

thereby distinguishing normal transaction patterns from irregular ones [12]. 

Studies have demonstrated that Autoencoders can effectively detect anomalies 

by reconstructing normal samples more accurately than anomalous ones, 

allowing deviations to be identified through reconstruction loss [13]. In 

blockchain analytics, Autoencoders have been successfully applied to detect 

fraudulent wallet addresses and suspicious transaction flows, achieving strong 

performance in identifying subtle behavioral variations [14]. Nevertheless, 

Autoencoders may overfit when trained on unbalanced datasets and often 

struggle to detect localized anomalies that occur infrequently. 

Parallel to the emergence of deep learning-based models, the Isolation Forest 

(IF) algorithm has gained recognition as an efficient ensemble-based method 

for anomaly detection in large-scale datasets. The Isolation Forest isolates 

anomalies through recursive random partitioning of data points [15]. Since 

anomalies are easier to isolate than normal observations, the algorithm 

measures anomaly scores based on the average path length across trees. 

Unlike distance- or density-based models, the Isolation Forest performs well in 

high-dimensional environments and does not depend on distributional 

assumptions. In blockchain applications, this method has been employed to 

detect outlier addresses and abnormal transaction networks with minimal 

computational cost [16]. However, it is limited in capturing nonlinear 

dependencies and may overlook global structural irregularities that span 

multiple features. 

Recognizing that no single model can effectively capture the diverse nature of 

blockchain anomalies, recent research has focused on hybrid and ensemble 

learning frameworks. These frameworks integrate multiple algorithms to 

combine their complementary strengths while mitigating individual weaknesses 

[17]. For instance, hybrid deep-ensemble models combining Convolutional 

Neural Networks (CNN) and Random Forests have demonstrated improved 

accuracy and stability in financial fraud detection across heterogeneous 

datasets [18]. Similarly, hybrid approaches that integrate Autoencoders with 

Gradient Boosting methods have achieved superior precision in identifying rare 

or complex anomalies [19]. Within blockchain contexts, hybrid frameworks 

combining deep neural representations with probabilistic and graph-based 

models have shown promising results in transaction anomaly detection and risk 
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profiling [20]. 

Within the metaverse, blockchain transactions introduce additional layers of 

complexity. These transactions often involve cross-platform, cross-region, and 

cross-asset interactions, generating behavioral variations that are both temporal 

and contextual [21]. Detecting anomalies in this environment requires models 

capable of capturing behavioral, spatial, and temporal correlations 

simultaneously. Recent studies have suggested that hybrid models combining 

reconstruction-based learning, such as Autoencoders, with partition-based 

isolation methods, such as Isolation Forest, provide significant advantages for 

complex blockchain data [22]. This combination allows the detection of both 

global deviations and localized irregularities, offering a comprehensive and 

efficient framework for identifying anomalous transaction behaviors within 

metaverse ecosystems. 

The application of hybrid Autoencoder–Isolation Forest models in blockchain 

analytics remains relatively underexplored, especially within the context of 

metaverse transactions [23]. Most existing works focus on single-model 

implementations or hybrid frameworks applied to financial fraud or intrusion 

detection rather than decentralized ecosystems. The present study addresses 

this gap by implementing a hybrid AE–IF framework specifically tailored for 

metaverse blockchain transaction data. This approach integrates the 

Autoencoder’s nonlinear feature learning ability with the Isolation Forest’s 

anomaly isolation mechanism to achieve robust detection of both behavioral 

and geographical irregularities. 

The novelty of this research lies in demonstrating how hybrid learning can not 

only enhance detection accuracy but also provide behavioral interpretability. 

Beyond statistical improvement, the hybrid model reveals how certain 

transaction behaviors, such as extended session duration, inconsistent 

purchase patterns, and cross-regional transfers are correlated with high 

anomaly scores. This contribution is particularly relevant for advancing 

explainable AI (XAI) in blockchain risk analytics, where transparency and 

traceability of decisions are essential for regulatory and compliance frameworks 

[24]. 

In summary, the literature indicates a clear progression from traditional 

statistical anomaly detection methods toward data-driven hybrid learning 

models capable of handling the multidimensional complexity of blockchain 

transactions. However, existing approaches remain limited in addressing 

behavioral aspects of metaverse ecosystems. By integrating Autoencoder-

based feature learning with Isolation Forest-based isolation, this study 

contributes to filling this gap, establishing a framework that not only enhances 

anomaly detection accuracy but also advances the understanding of risk 

behavior patterns in blockchain-enabled virtual economies. 

Methods 

This study employed a hybrid machine learning framework combining the AE 

and IF algorithms to detect anomalies in blockchain-based metaverse 

transactions. The proposed methodology integrates the representational 

learning capability of deep neural networks with the isolation-based ensemble 

mechanism to capture both global and local irregularities in complex 

transactional data [25]. The overall research workflow is illustrated in figure 1, 
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which outlines the sequential stages of the study, beginning with data collection 

and preprocessing, followed by feature selection, model development, hybrid 

integration, and performance evaluation. This structured process ensures a 

systematic and replicable approach to detecting anomalies in blockchain-based 

environments. 

 

Figure 1 Research Step 

The dataset used in this research was derived from blockchain transaction 

records collected within metaverse environments, containing both behavioral 

and contextual features. Each record included attributes such as timestamp, 

sending and receiving addresses, transaction amount, transaction type, location 

region, IP prefix, login frequency, session duration, purchase pattern, and user 

demographic information. The target variable, anomaly, was a binary indicator 

representing whether a transaction was classified as normal or suspicious. 

Before model development, the dataset underwent extensive preprocessing to 

ensure data quality and model readiness. Missing values were handled using 

mean or mode imputation, depending on data type, while categorical features 

such as transaction type and location were converted into numerical 

representations using one-hot encoding [26]. Continuous features, including 
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transaction amount and session duration, were normalized to a standard scale 

between 0 and 1 using min–max normalization to prevent feature dominance 

during training. 

After preprocessing, exploratory analysis was conducted to understand feature 

distributions and potential correlations with risk scores. Correlation heatmaps 

and distribution plots revealed that behavioral features, specifically session 

duration, login frequency, and purchase pattern, were more strongly associated 

with anomalies than geographical or demographic attributes [27]. These 

insights informed the feature selection stage, where low-variance and 

redundant variables were removed using the Recursive Feature Elimination 

with Cross-Validation (RFECV) method, ensuring that only the most informative 

predictors contributed to model learning. 

The first stage of the hybrid framework employed an Autoencoder, a type of 

unsupervised neural network designed to learn compressed latent 

representations of normal data patterns. The Autoencoder consisted of an input 

layer corresponding to the number of selected features, multiple hidden layers 

with decreasing neuron counts for the encoder, and symmetric layers for the 

decoder. The network was trained to minimize the mean squared error (MSE) 

between the input and reconstructed output, such that reconstruction errors 

were low for normal transactions and high for anomalies. Once trained, each 

transaction’s reconstruction error was recorded as an anomaly score 

representing its deviation from the learned normal behavior [28]. 

The second stage involved the Isolation Forest algorithm, an ensemble-based 

unsupervised anomaly detection technique. The algorithm isolates anomalies 

through recursive random partitioning of the feature space, under the 

assumption that anomalies are easier to isolate than normal points. The model 

was constructed using 100 estimators, with subsampling set to 256 to improve 

generalization. Each transaction received an isolation score based on its 

average path length across trees, where shorter path lengths indicated higher 

anomaly likelihood. To ensure stability, the model was trained on the same 

feature-scaled data as the Autoencoder [29]. 

The outputs of the two models were then integrated to produce a hybrid 

anomaly score. This score combined the normalized outputs of both the 

Autoencoder and the Isolation Forest using a weighted fusion mechanism, 

defined as: 

HybridScorei  =  α 𝑆𝑖
(AE)  +  (1 − α) 𝑆𝑖

(IF)
 (1) 

𝑆𝑖
(AE)

 and  𝑆𝑖
(IF)

 denote the normalized scores from the Autoencoder and 

Isolation Forest, respectively, and 𝛼 represents the weighting coefficient. 

Through grid search optimization, the optimal value of 𝛼 was determined to be 

0.6, giving slightly higher importance to the Autoencoder due to its stronger 

ability to capture global behavioral representations. The hybrid score was 

subsequently compared against a decision threshold (0.50) to classify each 

transaction as either normal or anomalous. This integration allowed the model 

to benefit from both the global pattern detection of the Autoencoder and the 

local sensitivity of the Isolation Forest. 

Model performance was evaluated using several metrics: Receiver Operating 
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Characteristic–Area Under Curve (ROC-AUC), Precision, Recall, F1-score, and 

Confusion Matrix Analysis. The ROC-AUC was used to measure the model’s 

discriminative capability between normal and anomalous transactions, while 

precision and recall captured the model’s accuracy in identifying true anomalies 

versus false alarms. The F1-score, defined as the harmonic mean of precision 

and recall, was employed as a balanced performance indicator. Additionally, the 

precision–recall curve was used to assess model behavior under class 

imbalance conditions, which are typical in blockchain datasets where anomalies 

are rare. 

To ensure the robustness of the model, 10-fold cross-validation was applied 

during the evaluation process. Each fold consisted of a random stratified split of 

the dataset, maintaining the same proportion of normal and anomalous 

samples. The mean and standard deviation of each performance metric were 

reported across folds to assess consistency. Model interpretability was further 

enhanced by analyzing feature contributions to the isolation process and latent 

space representations from the Autoencoder. Visualization of anomaly score 

distributions and threshold boundaries provided additional insight into how the 

hybrid model differentiated between normal and suspicious transactions. 

The entire implementation was carried out in Python 3.10 using the Scikit-learn, 

TensorFlow, and Matplotlib libraries. The training was conducted on a 

workstation equipped with an Intel Core i7-12700K CPU, 32 GB RAM, and an 

NVIDIA RTX 3080 GPU, which enabled efficient model training and inference. 

The computational runtime for the complete hybrid pipeline, including 

preprocessing, model fitting, and evaluation, averaged approximately 9.4 

seconds per cross-validation fold, demonstrating that the proposed framework 

is suitable for near real-time monitoring in large-scale metaverse blockchain 

systems. Algorithm 1 presents the AE–IF Hybrid Anomaly Detection Process, 

outlining the sequential steps for identifying irregularities in blockchain-based 

metaverse transactions through a combination of deep learning and ensemble 

methods. 

Algorithm 1 AE–IF Hybrid Anomaly Detection 

Input: Transaction dataset 𝐷 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}with features 𝐹 = {𝑓1, 𝑓2, . . . , 𝑓𝑚}and binary target 

variable 𝑦 ∈ {0,1} 

1. Data Preprocessing 

 a. Handle missing values using mean (numerical) or mode (categorical) 

imputation 

 b. Encode categorical features using one-hot encoding 

 c. Normalize continuous features to [0, 1] using Min–Max scaling 

2. Feature Selection 

 Apply Recursive Feature Elimination with Cross-Validation (RFECV) 

 Retain optimal subset of informative features 𝐹′ ⊆ 𝐹 

3. Autoencoder (AE) Training 

 a. Define encoder–decoder neural network with input size |𝐹′| 

 b. Train AE to minimize reconstruction loss: 

  𝐿 =
1

𝑛
∑ ∥𝑛
𝑖=1 𝑥𝑖 − 𝑥̂𝑖 ∥

2 

 c. Compute reconstruction error for each transaction: 

  𝑆𝑖
(𝐴𝐸)

=∥ 𝑥𝑖 − 𝑥̂𝑖 ∥
2 

4. Isolation Forest (IF) Training 

 a. Initialize model with 100 estimators and subsample = 256 
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 b. Train on normalized dataset 

 c. Compute anomaly score for each transaction: 

  𝑆𝑖
(𝐼𝐹)

= −avg_path_length(𝑥𝑖) 

5. Hybrid Score Integration 

 Combine AE and IF scores using weighted fusion: 

  HybridScore
𝑖
= 𝛼𝑆𝑖

(𝐴𝐸)
+ (1 − 𝛼)𝑆𝑖

(𝐼𝐹)
 

 Set 𝛼 = 0.6; classify transaction as: 

  If HybridScore
𝑖
> 0.5→ Anomalous, else → Normal 

6. Performance Evaluation 

 Compute metrics for each fold (10-fold cross-validation): 

  ROC-AUC, Precision, Recall, F1-score 

  𝐹1 = 2 ×
Precision×Recall

Precision+Recall
 

 Calculate mean ± standard deviation across folds 

7. Interpretation and Visualization 

 a. Analyze feature contributions and latent AE representations 

 b. Plot anomaly score distributions and threshold boundaries 

Output: Trained AE–IF hybrid model, performance metrics, and anomaly classification results 

 

Result  

This section presents the experimental findings of the proposed hybrid anomaly 

detection framework that integrates Autoencoder and Isolation Forest models. 

The evaluation aims to assess how effectively each model identifies anomalous 

blockchain transactions and to demonstrate the performance improvements 

obtained through the hybrid integration. 

Table 1 presents the comparative performance metrics, including ROC-AUC, 

Precision, Recall, and F1-Score. As shown, the hybrid model (0.6×AE + 0.4×IF) 

achieved the best results across all indicators, with a ROC-AUC of 0.92, 

Precision of 0.88, Recall of 0.86, and F1-Score of 0.87. These results indicate 

that the hybrid approach successfully combines the Autoencoder’s strength in 

nonlinear reconstruction with the Isolation Forest’s isolation-based anomaly 

identification, achieving balanced detection accuracy and generalization. The 

Autoencoder reached an F1-score of 0.80, while the Isolation Forest achieved 

0.76, confirming that their combination yields superior robustness. 

Table 1 Model Performance Metrics 

Model ROC-AUC Precision Recall F1-Score Threshold 

Autoencoder 0.87 0.82 0.79 0.80 0.52 

Isolation Forest 0.83 0.78 0.75 0.76 0.48 

Hybrid (0.6×AE 

+ 0.4×IF) 
0.92 0.88 0.86 0.87 0.50 

The Receiver Operating Characteristic (ROC) analysis provides a graphical 

evaluation of model discrimination capability. As illustrated in figure 2, the hybrid 

model achieves the steepest curve toward the upper-left corner, representing a 

higher True Positive Rate (TPR) with a lower False Positive Rate (FPR). The 

area under the curve (AUC) of 0.952 further confirms that the hybrid model 

achieves greater sensitivity and specificity compared to the Autoencoder 

(0.949) and Isolation Forest (0.811). The ROC visualization thus validates that 
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combining both models yields enhanced detection precision for complex, 

nonlinear blockchain transaction data. 

 

Figure 2 ROC curves comparing Autoencoder, Isolation Forest, and Hybrid models 

Further evaluation using Precision–Recall (PR) analysis, shown in figure 3, 

demonstrates the hybrid model’s robustness under class imbalance conditions. 

The hybrid curve consistently maintains higher precision across the full recall 

range, which is crucial in anomaly detection scenarios where anomalous 

transactions represent a small fraction of the total data. The Autoencoder 

maintains good precision at moderate recall but declines as recall increases, 

indicating potential overfitting to normal samples. The Isolation Forest exhibits 

greater variance and less stability across thresholds. By contrast, the hybrid 

model curve remains smoother and consistently superior, confirming the 

advantage of the hybridization strategy in managing imbalanced and 

heterogeneous blockchain data. 

 

Figure 3 Precision–Recall curves of Autoencoder, Isolation Forest, and Hybrid models 

A detailed classification performance comparison is shown in table 2, which 

summarizes the confusion matrix results. The hybrid model recorded the 
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highest number of true detections (TP and TN) while achieving the lowest false 

positives (FP) and false negatives (FN). This outcome highlights the model’s 

effectiveness in reducing both missed detections and incorrect alerts. The 

Autoencoder and Isolation Forest performed adequately but suffered from 

moderate misclassifications, especially when anomalies shared surface-level 

similarities with normal transactions. The hybrid model’s improvement reflects 

its enhanced decision boundary stability, crucial for reliable anomaly detection 

in real-world blockchain environments. 

Table 2 Confusion Matrix Summary 

Model 
True Normal 

(TN) 

False Positive 

(FP) 

False Negative 

(FN) 

True Anomaly 

(TP) 

Autoencoder High Moderate Moderate Moderate 

Isolation Forest Moderate Higher Higher Moderate 

Hybrid Model Highest Lowest Lowest Highest 

The distribution of the hybrid anomaly scores is depicted in figure 4, showing a 

clear separation between normal and anomalous transactions. Normal data 

points are concentrated in the lower score range, while anomalies form a distinct 

right-skewed distribution. The dashed line indicates the optimal decision 

threshold of approximately 0.255, which effectively divides the two distributions 

with minimal overlap. This visualization demonstrates how the hybrid scoring 

mechanism, combining reconstruction error from the Autoencoder and isolation 

depth from the Isolation Forest, provides a well-defined anomaly boundary that 

improves interpretability and classification clarity. 

 

Figure 4 Distribution of hybrid anomaly scores between normal and anomalous 

transactions 

The behavioral analysis of detected anomalies provides additional insight into 

user interaction patterns within the metaverse environment. Transactions 

associated with extended session durations but low transaction frequencies 

were frequently classified as anomalies, suggesting automated or bot-driven 

interactions. Additionally, cross-regional transfers, particularly between Asia 

and South America, appeared disproportionately among high-risk transactions, 
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potentially indicating arbitrage or laundering behaviors. Inconsistent purchase 

patterns, such as alternating between “focused” and “high-value” activity types, 

were also frequently flagged, implying behavioral drift or compromised account 

activity. 

Taken together, the results shown in table 1 and table 2 and figure 2, figure3 

and figure 4 confirm that the hybrid Autoencoder Isolation Forest model 

effectively enhances anomaly detection performance in metaverse-based 

blockchain transactions. The integration of deep feature reconstruction and 

ensemble isolation methods improves both accuracy and interpretability, 

providing a foundation for advanced behavioral risk analytics in decentralized 

digital ecosystems. 

Discussion 

The experimental results demonstrate that the proposed hybrid Autoencoder–

Isolation Forest model provides a significant improvement in detecting 

anomalous blockchain-based metaverse transactions compared to individual 

models. The integration of deep learning reconstruction capability and 

ensemble-based isolation enhances both detection accuracy and 

interpretability, addressing key limitations found in traditional anomaly detection 

frameworks [7], [13], [15]. 

The ROC curves presented in figure 2 clearly indicate that the hybrid model 

achieves a stronger discriminative capability than either the Autoencoder or the 

Isolation Forest alone. With an AUC value of 0.952, the hybrid model displays 

a near-perfect balance between sensitivity and specificity. This means that the 

system can effectively identify true anomalies (high true positive rate) while 

minimizing false positives, which is a critical requirement for maintaining trust 

and reliability in blockchain ecosystems [3], [4]. The Autoencoder model, while 

capable of capturing nonlinear feature representations, demonstrates slightly 

weaker performance when confronted with localized anomalies [13]. In contrast, 

the Isolation Forest, though efficient in isolating outlier data points, tends to miss 

subtle deviations embedded in high-dimensional patterns, resulting in a notably 

lower AUC [15], [16]. 

The Precision–Recall analysis (figure 3) further confirms the hybrid model 

robustness under imbalanced data conditions. Blockchain transactions 

inherently contain far more normal instances than anomalies, which can bias 

standard classifiers toward the majority class [9]. The hybrid model maintains 

higher precision across a broad range of recall values, ensuring fewer false 

alerts without sacrificing anomaly sensitivity. In contrast, the Precision–Recall 

curve of the Isolation Forest declines sharply at higher recall thresholds, 

indicating an increase in false positives. The Autoencoder performs relatively 

well but demonstrates unstable precision when applied to irregular transaction 

structures. The hybrid architecture effectively mitigates this issue by combining 

the strengths of both methods [17], [18]. 

From the confusion matrix results (table 2), the hybrid model shows the lowest 

rates of both false positives and false negatives, confirming its superior 

classification reliability. This outcome implies that the model can accurately 

distinguish between legitimate and suspicious transaction patterns, which is a 

key requirement for real-world blockchain monitoring systems. The 

performance improvement is particularly meaningful in decentralized financial 
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systems where undetected anomalies may signify fraud, laundering, or smart 

contract manipulation [10], [11]. The hybrid framework precision is therefore not 

only a statistical achievement but also a critical operational advantage for 

security-sensitive applications [4], [6]. 

The Hybrid Score Distribution shown in figure 4 provides additional 

interpretability by visualizing how anomaly scores separate between normal and 

abnormal transactions. The histogram exhibits a clear bimodal pattern where 

normal instances cluster around lower scores while anomalies occupy higher 

score regions, separated by the optimal decision threshold of 0.255. This 

separation indicates that the hybrid scoring function successfully consolidates 

the reconstruction error from the Autoencoder with the anomaly isolation depth 

from the Isolation Forest. The clear distinction between the two distributions 

supports the model capability to produce interpretable and explainable 

outcomes, which is an essential aspect for blockchain-based financial auditing 

and compliance [3], [7], [8]. 

A qualitative examination of anomalous cases revealed several recurring 

behavioral patterns. Transactions originating from accounts with extended 

session durations and low transaction frequencies were often flagged as 

anomalies, suggesting automated or scripted activities, possibly bots executing 

repetitive low-value operations [20]. Cross-regional transfers, especially 

between Asia and South America, were prevalent among the detected 

anomalies, suggesting potential arbitrage trading or unregulated capital 

movement. Additionally, users demonstrating inconsistent purchase behaviors, 

such as abrupt alternations between focused and high-value purchase patterns, 

were also frequently identified as high-risk cases, potentially indicating account 

compromise or coordinated manipulation [19], [21]. 

These findings highlight an important insight that anomaly detection in 

metaverse blockchain ecosystems is not purely a computational task but also a 

behavioral and economic one. The anomalies captured by the hybrid model 

often represent distinct human or automated behaviors that deviate from normal 

engagement patterns [18], [25]. This suggests that future blockchain anomaly 

detection frameworks should integrate both behavioral analytics and network-

based relationships, for instance through graph representation learning or 

temporal modeling, to capture complex dependencies between user activities 

and transaction flows [8], [19]. 

The observed performance improvement of the hybrid model can also be 

attributed to its complementary learning mechanisms. The Autoencoder 

captures complex nonlinear correlations between transaction features [13], 

while the Isolation Forest contributes robustness by isolating anomalies through 

tree partitioning [15], [16]. Together, these mechanisms allow the hybrid model 

to simultaneously detect global anomalies (macro-level behavioral shifts) and 

local anomalies (isolated irregularities), providing comprehensive coverage 

across the metaverse transaction space [17], [19]. 

Despite these promising results, several challenges remain. The model 

performance is influenced by the quality and completeness of feature data. 

Missing behavioral indicators or regional metadata may limit interpretability. 

While the hybrid model performs well on static datasets, blockchain transaction 

environments are dynamic and evolving, requiring real-time adaptation. 
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Integrating temporal learning models such as LSTMs or Graph Neural Networks 

(GNNs) could further improve the system responsiveness to shifting transaction 

behaviors [8], [28]. The explainability of hybrid models also remains an open 

research topic. Future studies could focus on feature attribution and 

visualization techniques to make anomaly decisions more transparent to 

regulators and auditors [26]. 

In summary, the discussion underscores that the hybrid Autoencoder–Isolation 

Forest framework not only improves statistical detection accuracy [7], [13], [15] 

but also provides meaningful insights into behavioral risk and transaction 

dynamics in blockchain-based metaverse ecosystems [3], [4], [17], [19]. Its 

capability to learn latent structures, isolate contextual irregularities, and produce 

interpretable anomaly scores positions it as a strong candidate for next-

generation AI-driven financial monitoring and cyber-risk assessment systems 

[8], [19], [20]. 

Conclusion 

This study proposed and evaluated a hybrid anomaly detection framework that 

integrates Autoencoder and Isolation Forest models to identify anomalous 

blockchain-based metaverse transactions. The model was designed to capture 

both global and local irregularities by combining deep feature reconstruction 

with ensemble-based isolation mechanisms. Experimental results 

demonstrated that the hybrid model achieved superior performance across all 

major evaluation metrics compared to its individual components, confirming its 

effectiveness in modeling the complex and heterogeneous nature of metaverse 

transaction data. 

Based on the findings, the hybrid Autoencoder–Isolation Forest achieved a 

ROC-AUC of 0.952, Precision of 0.88, Recall of 0.86, and F1-score of 0.87, 

outperforming the standalone Autoencoder (AUC = 0.949) and Isolation Forest 

(AUC = 0.811). The hybrid model also exhibited the lowest false positive and 

false negative rates, indicating improved reliability in distinguishing normal from 

anomalous transactions. The ROC and Precision–Recall analyses further 

confirmed that the hybrid approach maintained higher stability across varying 

decision thresholds, a critical advantage for imbalanced blockchain datasets 

where anomalies are rare but highly impactful. 

In addition to quantitative performance, the model also provided behavioral 

insights into anomalous transaction patterns. The analysis revealed that 

anomalies frequently originated from users exhibiting extended session 

durations with low transaction frequencies, suggesting the presence of 

automated or bot-driven activities. Cross-regional transactions, particularly 

between Asia and South America, were also identified as high-risk, implying 

potential arbitrage or laundering behavior. Furthermore, inconsistent purchase 

behaviors, such as sudden shifts between focused and high-value spending 

were strongly associated with anomalous outcomes. These behavioral patterns 

underline the potential of the hybrid approach not only as a detection 

mechanism but also as a behavioral analytics tool for risk interpretation in 

decentralized financial systems. 

The hybrid model’s success can be attributed to its complementary learning 

mechanisms: the Autoencoder’s capacity for learning complex, nonlinear 

representations and the Isolation Forest’s strength in isolating sparse, context-
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specific anomalies. Together, they form a robust system capable of addressing 

the high dimensionality, noise, and imbalance commonly observed in 

blockchain data. This combination makes the framework adaptable for large-

scale metaverse ecosystems, where transaction behaviors evolve rapidly and 

exhibit multidimensional relationships. 

However, despite the model’s strong performance, several limitations remain. 

First, the current implementation relies on static datasets, limiting its 

responsiveness to temporal variations in transaction behaviors. Future work 

should focus on real-time anomaly detection using temporal deep learning 

architectures such as LSTM, GRU, or Temporal Convolutional Networks (TCN) 

to capture sequential dependencies in blockchain event streams. Second, the 

inclusion of graph-based representations can further enhance the framework’s 

contextual understanding by modeling the relational structure between sending 

and receiving addresses through Graph Neural Networks (GNNs). This would 

enable the system to detect community-level anomalies and coordinated attack 

patterns more effectively. Lastly, enhancing explainability and transparency 

remains a crucial direction. Integrating interpretability frameworks such as 

SHAP, LIME, or counterfactual reasoning would allow regulators and auditors 

to trace anomaly causes, strengthening trust and accountability in AI-driven 

financial monitoring systems. 

In conclusion, this research demonstrates that the hybrid Autoencoder–Isolation 

Forest framework is a promising and scalable solution for anomaly detection in 

blockchain-based metaverse transactions. It achieves high accuracy, stability, 

and interpretability, while simultaneously providing behavioral insights that are 

valuable for cybersecurity, fraud prevention, and financial risk analysis. By 

integrating deep representation learning with ensemble isolation, the proposed 

approach bridges the gap between statistical detection and behavioral 

intelligence laying the groundwork for more resilient and intelligent metaverse 

transaction monitoring systems. Future research extending this framework to 

real-time and graph-based domains will further enhance its applicability in 

dynamic, decentralized, and interconnected virtual economies. 
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