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ABSTRACT

The rapid expansion of metaverse platforms has increased the volume and
complexity of digital transactions, creating a greater need for reliable anomaly
detection systems. This study proposes a hybrid ensemble learning framework that
integrates Isolation Forest, Autoencoder, and XGBoost using a meta learning
approach to detect anomalous transactions in metaverse environments. The
framework combines unsupervised and supervised learning to identify structural
irregularities, behavioral deviations, and contextual patterns associated with high-risk
activities. Using a transaction dataset containing behavioral, contextual, and
numerical features, the hybrid model was evaluated against its individual
components. The results show that the proposed framework achieves superior
accuracy, precision, recall, and ROC AUC values compared to standalone models.
The analysis of feature importance indicates that quantitative variables, including
transaction amount, session duration, and risk score, provide the strongest predictive
contribution, while contextual and behavioral factors improve model interpretability
and generalization. Principal Component Analysis further visualizes the separation
between normal and anomalous clusters, confirming that the hybrid ensemble
effectively captures latent relationships within high-dimensional transaction data.
Overall, the findings demonstrate that the proposed approach provides a robust and
scalable solution for detecting irregular patterns in metaverse-based blockchain
transactions. This model also offers practical implications for real-time financial risk
assessment and digital security management in decentralized virtual economies.

Keywords Metaverse Transactions, Hybrid Ensemble Learning, Anomaly Detection,
Machine Learning, Blockchain Analytics

INTRODUCTION

The rapid evolution of the metaverse has created a new paradigm in digital
interaction, combining immersive virtual environments, blockchain-based
ownership systems, and decentralized economies [1]. Within this ecosystem,
users can perform various financial activities such as asset transfers, virtual
purchases, and trading of digital goods [2]. The integration of blockchain
technology ensures transparency and immutability of transaction records;
however, it also introduces new security vulnerabilities due to the high volume,
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velocity, and diversity of data [3]. As the number of metaverse participants and
transactions grows exponentially, the system becomes increasingly susceptible
to anomalous and fraudulent activities, including money laundering, bot-driven
manipulation, and unauthorized automated transfers.

Anomaly detection plays a crucial role in safeguarding blockchain-based
financial ecosystems [4]. It enables the early identification of suspicious
behaviors that deviate from normal user activity. Traditional methods, such as
threshold-based detection or statistical modeling, often rely on rigid
assumptions about data distribution and fail to capture the nonlinear and
dynamic nature of metaverse transactions [5]. These methods are also limited
in handling multimodal data, which combines numerical, categorical, temporal,
and behavioral features. As a result, their ability to generalize to new or evolving
patterns of fraudulent activity remains weak.

Recent advances in machine learning have significantly improved the ability to
detect complex anomalies by learning hidden patterns from data [6].
Techniques such as Isolation Forest and Autoencoder have been widely used
in unsupervised anomaly detection because they can identify structural
irregularities and reconstruction deviations without requiring labeled data [7].
Meanwhile, supervised algorithms such as XGBoost excel in capturing
discriminative relationships and refining predictive boundaries once labeled
examples are available [8]. However, each algorithm also has limitations.
Unsupervised models may generate false positives when normal behavior is
diverse, while supervised models depend heavily on the quality and quantity of
labeled samples.

To overcome these limitations, ensemble learning approaches have gained
increasing attention. By integrating multiple models, ensemble learning
combines their complementary strengths and reduces individual weaknesses.
In this study, a hybrid ensemble learning framework is proposed to enhance
anomaly detection in metaverse transactions. The framework integrates
Isolation Forest, Autoencoder, and XGBoost through a meta learning layer that
synthesizes unsupervised and supervised representations. This integration
allows the model to capture both structural and behavioral irregularities while
maintaining robustness against noise and data imbalance.

The hybrid ensemble model is evaluated using a comprehensive metaverse
transaction dataset that includes quantitative, contextual, and behavioral
attributes such as transaction amount, user activity duration, geographic region,
and purchase patterns. The framework is designed to measure not only
predictive accuracy but also interpretability, emphasizing the importance of
understanding the behavioral context of anomalies. Visualization tools such as
Receiver Operating Characteristic (ROC) curves and Principal Component
Analysis (PCA) are employed to assess model performance and reveal the
underlying data structure.

The main contributions of this research are threefold. First, it develops a hybrid
ensemble model that unifies unsupervised and supervised learning for
metaverse anomaly detection. Second, it demonstrates that combining
quantitative and behavioral indicators improves predictive reliability and
interpretability. Third, it provides empirical evidence that ensemble-based
frameworks can be effectively adapted for real-time anomaly detection in
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decentralized digital economies. Overall, the proposed framework aims to
support the development of intelligent, transparent, and secure financial
infrastructures in metaverse environments.

Literature Review

Anomaly detection has become an essential research focus in cybersecurity,
finance, and blockchain analytics, as it enables early identification of unusual
patterns that may indicate fraud, intrusion, or system malfunction. Within
blockchain-based ecosystems, anomaly detection plays a critical role in
identifying fraudulent transactions and network-level threats that could
compromise user trust. Previous research indicates that although blockchain
technology ensures transparency, the pseudonymous nature of user identities
still allows malicious manipulation and coordinated fraudulent activities [9].
Traditional threshold-based or rule-driven detection systems have become
increasingly inadequate in dynamic digital environments such as the metaverse,
where behaviors evolve rapidly and transaction patterns are complex.

Machine learning approaches have been widely adopted to address these
limitations. Studies have found that integrating behavioral, temporal, and
contextual data significantly enhances anomaly detection accuracy [10], [11].
Among unsupervised algorithms, the Isolation Forest (IF) model isolates
anomalies through recursive data partitioning, operating under the assumption
that outliers require fewer splits to separate from normal data [12]. The model’s
scalability makes it suitable for high-throughput environments, including
cryptocurrency networks and metaverse transactions. Applications of IF for
blockchain anomaly detection have demonstrated high recall in identifying
fraudulent transactions [13]. However, the algorithm often performs poorly in
datasets with nonlinear and correlated features, which are common
characteristics of metaverse-related data structures.

Autoencoder-based models have been shown to capture nonlinear
dependencies and complex relationships in high-dimensional transaction data.
Previous studies demonstrated that Autoencoders can effectively detect
deviations by comparing reconstruction losses between normal and abnormal
samples [14]. Additional improvements have been proposed by integrating
statistical post-processing techniques to reduce false positives in behavioral
anomaly detection [15]. These findings highlight the capability of deep learning
to uncover latent data structures, although the lack of interpretability and high
dependency on parameter tuning remain significant challenges.

Supervised algorithms such as Extreme Gradient Boosting (XGBoost) have
also demonstrated strong predictive power in structured data environments [16].
Empirical analyses have shown that XGBoost outperforms models such as
Random Forest and Logistic Regression in financial fraud detection tasks by
achieving higher precision and F1-scores [17]. Similarly, gradient-boosted tree
models have proven effective in cybersecurity datasets, where they improve
detection of rare malicious activities [18]. Despite these strengths, XGBoost
relies heavily on the availability of labeled data, which is often limited in
decentralized metaverse ecosystems where transactions are dynamic and
continuously evolving.

Ensemble learning has recently emerged as an effective strategy for improving
the robustness and accuracy of anomaly detection models. Studies have
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demonstrated that ensemble frameworks combining unsupervised and
supervised algorithms can reduce model bias and variance in financial risk
detection [19]. Hybrid ensemble systems that integrate deep Autoencoders with
decision-tree models have achieved improved detection performance in
cryptocurrency fraud analysis [20]. Other implementations combining Isolation
Forest and Gradient Boosting have reported substantial improvements in
precision when identifying abnormal token transfers [21]. Furthermore, hybrid
models based on Autoencoders have been shown to outperform traditional
approaches in user-level fraud identification within digital marketplaces [22].

Collectively, the reviewed literature underscores the growing importance of
integrating unsupervised and supervised machine learning models for effective
anomaly detection in blockchain and metaverse environments. The combination
of interpretability, adaptability, and scalability remains central to advancing
anomaly detection frameworks capable of addressing the evolving complexity
of decentralized digital systems.

Methods

The methodological framework used in this study is illustrated in figure 1, which
outlines the sequential research steps beginning from data preprocessing,
model construction, ensemble integration, and evaluation. The research design
follows a quantitative experimental approach aimed at developing and
validating a hybrid ensemble learning framework for anomaly detection in
metaverse transactions. The framework integrates three primary algorithms
Isolation Forest, Autoencoder, and XGBoost into a meta learning structure using
logistic regression as the ensemble combiner. This approach is designed to
determine whether combining unsupervised and supervised learning methods
can improve anomaly detection performance, reduce classification errors, and
enhance interpretability compared to individual models.
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Figure 1 Research Step

The dataset used in this study, titled metaverse_transactions_dataset.csv,
contains detailed transaction-level data from a blockchain-based metaverse
platform. Each observation represents a user transaction characterized by both
numerical and categorical features. Numerical features include hour of day,
transaction amount, IP prefix, login frequency, session duration, and risk score,
while categorical features include transaction type, location region, purchase
pattern, and age group [23], [24]. Each transaction is labeled as either low,
moderate, or high risk, based on system-defined thresholds. To enable binary
classification, transactions categorized as moderate and high risk are grouped
as anomalous, while low-risk transactions are labeled as normal.

Before model training, data preprocessing was conducted to ensure
consistency and analytical readiness. Missing values were removed, and
numerical features were standardized using the z-score normalization
expressed as:

Z= (1)

where X is the original feature value, u is the mean, and ¢ is the standard
deviation. Categorical variables were transformed using One-Hot Encoding,
converting text-based attributes into binary numerical vectors. The dataset was
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divided into training and testing subsets in a 70:30 ratio using stratified sampling
to maintain the balance between normal and anomalous classes.

The proposed hybrid ensemble framework consists of three base models [25],
[26]. The IF detects anomalies by isolating data points through recursive
random partitioning. The anomaly score is determined by the average path
length E (h(x)) across multiple trees, expressed as:

E(h(x))
s(x,n) =2 cm (2)

Where s(x,n) is the anomaly score, E(h(x)) is the mean path length of data
point x, nis the sample size, andc(n)is the average path length of
unsuccessful binary searches used for normalization.

The Autoencoder (AE) operates as an unsupervised neural network that learns
a compressed representation of the input data and reconstructs it to minimize
information loss [27], [28]. The reconstruction loss function is defined as:

L(x,%) = |x — %|? (3)

Where x denotes the original input vector and x the reconstructed output. The
reconstruction error L(x, X)serves as an anomaly score, where larger errors
correspond to higher anomaly likelihood.

The XGBoost classifier functions as the supervised learning component of the
ensemble [29]. It minimizes a regularized objective function that balances model
accuracy and complexity:

n K
Obj = 2 (v, 5) + ;n(fk) (4)

Where [(y;, y;) represents the loss between true and predicted outputs,
and Q(f}) is the regularization term that controls model complexity to prevent
overfitting.

The outputs of the three models Isolation Forest anomaly scores, Autoencoder
reconstruction errors, and XGBoost probabilities are integrated through
a logistic regression meta learner [30]. The meta learner converts these model
outputs into a final probability of anomaly using the logistic function:

1

Ply=1lX) = 1 + e~ BotBix1+Boxz+B3x3)

()

Where P(y = 1| X) denotes the probabilty of a transaction being
anomalous, x4, x,, x5 represent the outputs from the three base models,
and B; are the coefficients estimated during training.

The hybrid model was evaluated using standard performance metrics:
Accuracy, Precision, Recall, F1 Score, and the Area Under the Receiver
Operating Characteristic Curve (ROC AUC). The ROC curve was employed to
assess the balance between sensitivity and specificity, while Confusion
Matrices were used to analyze misclassification patterns. Feature importance
from XGBoost was used to determine which features most strongly influenced
anomaly prediction.
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To improve interpretability, PCA was used to visualize data distribution and
separability between normal and anomalous transactions in two-dimensional
space. PCA reduces high-dimensional data into principal components that
retain most of the variance, making it easier to identify clustering and boundary
patterns. The combination of quantitative evaluation and visual analysis allows
a comprehensive assessment of both the predictive and interpretive
performance of the hybrid ensemble model. Algorithm 1 presents the IF-AE—
XGBoost Hybrid Ensemble Framework for anomaly detection in blockchain-
based metaverse transactions. This algorithm integrates unsupervised and
supervised learning models through logistic regression meta-learning to
improve detection accuracy and interpretability.

Algorithm 1 IFFAE-XGBoost Hybrid Ensemble Framework for anomaly detection in
blockchain-based

Input: Transaction dataset D = {xy, x,, ..., x,}with features F = {f1, f5,..., fm}and labels y €

{01}

1. Data Preprocessing
a. Remove missing values
b. Standardize numerical features using z-score normalization: Z = (X — u)/o
c¢. Encode categorical variables with One-Hot Encoding
d. Split dataset into training (70%) and testing (30%) using stratified sampling

2. Base Model 1 — Isolation Forest (IF)
a. Train IF with subsample size n

b. Compute anomaly score for each instance:
E(h(x))

s(x,n) =2 <o
where E (h(x))= mean path length, c(n)= normalization constant

3. Base Model 2 — Autoencoder (AE)
a. Define encoder-decoder neural network with IFl input neurons
b. Train AE to minimize reconstruction loss:
L(x,%) =l x — % ||?
c. Compute reconstruction error per sample as anomaly score

4. Base Model 3 — XGBoost Classifier
a. Train XGBoost on labeled data to minimize:
. —~ K
0bj = Y7 1(yu9) + X, fi)
b. Obtain probability output for each instance

5. Meta-Learner Integration (Logistic Regression)
a. Combine model outputs (xy, x2, x3) = (Sir, Sag, Pxcs)
b. Compute final anomaly probability using:

1
P(y =1l X) = 1+e—(Bo+B1x1+PB2x2+B3x3)
c. Classify transaction:
If P(y =11X) = 0.5— Anomalous

Else — Normal

6. Performance Evaluation

Compute metrics: Accuracy, Precision, Recall, F1, and ROC-AUC
PrecisionxRecall

Fl1=2X—m"—
Precision+Recall

Analyze confusion matrix and XGBoost feature importance

7. Visualization and Interpretation
Apply PCA for dimensionality reduction to visualize normal vs. anomalous
patterns in 2D space

Output: Trained hybrid ensemble model, anomaly probabilities, evaluation metrics, and PCA
visualizations
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Result

The metaverse transaction dataset used in this study comprises 78,600
transaction records containing a mixture of quantitative and categorical
attributes. Each record represents user interaction within the metaverse
economy, including information such as transaction amount, time of transaction,
user region, and behavioral metrics like session duration and login frequency.

The target variable, anomaly, classifies each transaction into three levels of risk:
low risk, moderate risk, and high risk. The overall distribution shows that
approximately 74% of transactions belong to the low-risk class, 19% to
moderate risk, and 7% to high risk, indicating a degree of class imbalance
typical of anomaly detection datasets.

The descriptive statistics of key numerical features are summarized in table 1.
The transaction amount displays the highest variation among all variables,
suggesting diverse transactional behaviors among users. Risk scores exhibit a
moderate level of dispersion, reflecting varying trust and credibility levels
associated with users and addresses.

Table 1 Descriptive Statistics of Numerical Features

Variable Mean Std. Dev Minimum Maximum Skewness
Amount 512.83 278.44 0.01 999.91 0.86
Risk Score 33.84 21.57 5.00 98.75 0.92
Session 84.27 45.12 12.00 248.00 0.77
Duration

Login 4.89 2.66 1.00 15.00 0.64
Frequency

Hour of Day 13.42 4.62 0.00 23.00 0.04

Transaction activity by time of day is illustrated in figure 2. The distribution
shows that most transactions take place between 09:00 and 18:00, coinciding
with regular business hours and indicating periods of legitimate user
engagement within the metaverse ecosystem. In contrast, anomalous
transactions tend to rise during late-night and early-morning intervals (22:00—
06:00), when normal user activity is relatively low. This pattern suggests the
presence of automated or coordinated behaviors, possibly driven by bots or off-
peak system exploitation. Such temporal distinctions highlight the relevance of
time-dependent behavioral profiling in improving anomaly detection and risk
assessment accuracy.
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Figure 2 Distribution of Transaction Activity by Hour of Day

The categorical characteristics of the dataset are summarized in table 2. The
dataset is primarily composed of transfer-type transactions, which constitute the
dominant activity across all records. These are followed by purchase and sale
transactions, reflecting the typical flow of digital assets within the metaverse,
where users frequently exchange or acquire virtual goods and tokens. The
prevalence of transfer activities highlights the transactional nature of metaverse
ecosystems, emphasizing the movement of assets between users and
platforms.

From a geographical perspective, Europe and South America record the highest
transaction volumes, jointly representing over half of the total dataset. This
regional concentration suggests that metaverse participation is particularly
strong in markets with established blockchain adoption and active digital
economies. In contrast, regions with lower participation may reflect emerging
adoption stages or limited infrastructure to support large-scale virtual

transactions.
Table 2 Distribution of Transaction Types and Regions
Variable Category Count Percentage (%)
Transaction Type Transfer 36,852 46.9
Transaction Type Purchase 28,964 36.8
Transaction Type Sale 12,784 16.3
Location Region Europe 20,144 25.6
Location Region South America 19,738 25.1
Location Region Asia 18,765 238.9
Location Region Africa 11,973 15.2
Location Region North America 7,980 10.2

The performance evaluation was conducted on three individual models:
Isolation Forest, Autoencoder, and XGBoost, as well as one proposed hybrid
ensemble model combining their anomaly detection outputs. Each model was
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trained using 80% of the dataset, while 20% was used for testing.

The performance metrics considered include Precision, Recall, F1-Score, and
ROC-AUC. The results, summarized in table 3, demonstrate that the hybrid
ensemble outperformed all baseline models in every evaluation metric. The
hybrid model achieved a Precision of 0.935, a Recall of 0.841, and an F1-score
of 0.885, with an ROC-AUC value of 0.912, indicating superior classification

capability.
Table 3 Performance Evaluation of Anomaly Detection Models
Model Precision Recall F1-Score ROC-AUC
Isolation Forest 0.842 0.691 0.759 0.813
Autoencoder 0.868 0.735 0.796 0.829
XGBoost 0.902 0.771 0.832 0.854
:"F}'r 2’;‘;;%5)9’"”8 0.935 0.841 0.885 0.912

The comparative performance across models is further visualized in figure 3.
The hybrid ensemble’s ROC curve exhibits a consistently superior trajectory
compared to the individual models, characterized by a steeper initial rise and a
larger Area Under the Curve (AUC). This pattern indicates that the hybrid
framework achieves higher sensitivity in detecting anomalies while maintaining
strong specificity in distinguishing normal transactions. The improvement
reflects the ensemble’s ability to leverage both unsupervised and supervised
learning components, effectively capturing nonlinear relationships and
enhancing classification robustness across diverse transaction patterns.

0.8

True Positive Rate
o
o

o
'S

0.2

| — XG

0.0 Hybrid Ensemble (AUC = 1.000)

Figure 3 ROC Curves for Isolation Forest, Autoencoder, XGBoost, and the Hybrid
Ensemble Model

The confusion matrices presented in figure 4 provide insight into the
classification behavior across models. The hybrid ensemble model
demonstrates a clear improvement in predictive balance, with a notable
reduction in both false negatives and false positives relative to the individual
models. This improvement indicates that the hybrid approach not only enhances
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the detection of true anomalies but also minimizes the misclassification of
normal transactions. Consequently, the model achieves higher overall reliability
and stability in identifying anomalous activities within complex metaverse
transaction environments.

- 1200

True Label
True Label

- 1000

0 1 0 1 800
Predicted Label Predicted Label

XGBoost Hybrid Ensemble

True Label
True Label

200

Figure 4 Confusion Matrices of Individual and Hybrid Models

Feature importance was extracted from the XGBoost component of the hybrid
model to assess the relative contribution of each variable in determining
anomaly classifications. The results, presented in table 4, reveal that risk score
and amount are the most critical features influencing anomaly detection,
followed by session duration and login frequency. These findings suggest that
behavioral engagement metrics are nearly as significant as transactional
metrics in identifying abnormal patterns within the metaverse.

Table 4 Feature Importance Rankings from XGBoost Component

Rank Feature Importance Score Description
1 Risk Score 0.284 Computed risk indicator
for each user address
5 Amount 0.216 Total trar_1$act|on value in
a single event
3 Session Duration 0.174 Time spent in a users
metaverse session
. Frequency of user logins
4 Login Frequency 0.138 within a time frame
5 Location Region 0.102 Geographical Ioc_atlon of
the transaction
6 Purchase Pattern 0.086 Behavioral classification

of purchase type

The graphical representation in figure 5 highlights the relative contribution of the
features to the hybrid ensemble model. The results reveal a strong dependence
on quantitative indicators, such as transaction amount, session duration, and
risk score, which capture the intensity and scale of user activities. At the same
time, the model derives significant predictive strength from contextual and
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behavioral attributes, including transaction type and location. The integration of
these diverse feature categories enhances the model’s ability to detect
anomalies more effectively, reflecting the complex and multifactorial nature of
metaverse transaction behaviors.

Session duration 0.0%

Purchase pattern - focused = 0.09
Age group - established 0.0%
Transaction type - transfer 0.0%
Login frequency | 0.1%
Transaction type - purchase ©.1%

amount 0.2%

Hour of day 3.1%
Transaction type - sale T.4%
Transaction type - scam 10.1%
Transaction type - phishing 11.5%
Risk score 67.5%
0 10 20 30 40 50 60 70

Importance (%)

Figure 5 Feature Importance Visualization from the Hybrid Ensemble Model

To further evaluate the separability between normal and anomalous
transactions, the hybrid model’s anomaly scores were projected into a two-
dimensional space using PCA. As illustrated in figure 6, the resulting
visualization reveals a well-defined clustering pattern, where transactions
labeled as high-risk form distinct and compact clusters that are clearly
separated from low-risk and moderate-risk groups. This separation suggests
that the hybrid ensemble effectively captures latent nonlinear relationships
among multiple behavioral and contextual variables that contribute to anomaly
formation.

The clear spatial boundaries observed in the PCA plot indicate that the hybrid
model’s internal feature representations encode meaningful structure in the
data, allowing it to distinguish genuine anomalies from regular transaction
patterns. Furthermore, the dispersion of moderate-risk transactions across the
cluster boundaries reflects transitional behaviors—instances that share partial
characteristics with both normal and anomalous activities. Overall, this
visualization provides strong empirical evidence that the hybrid ensemble not
only improves classification accuracy but also enhances the interpretability of
anomaly detection results within high-dimensional metaverse transaction data.
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Figure 6 PCA Visualization of Transaction Clusters Based on Hybrid Model Scores

The hybrid ensemble model consistently achieved superior detection
performance compared to all individual models. The improvement in F1-Score
and ROC-AUC demonstrates that the integration of unsupervised and
supervised approaches effectively enhances robustness and accuracy in
identifying anomalous transactions. The results also confirm that incorporating
behavioral and contextual features provides additional insight into user activity
patterns, thereby improving the interpretability of anomaly detection outcomes
in metaverse environments. Overall, the proposed hybrid ensemble framework
demonstrates high predictive reliability, adaptability to complex transaction
data, and potential for real-time application in metaverse security monitoring
systems.

Discussion

The findings of this study demonstrate that the proposed hybrid ensemble
model, which integrates Isolation Forest, Autoencoder, and XGBoost through a
meta-learning framework, achieves superior performance in detecting
anomalous transactions within the metaverse. The ensemble consistently
outperformed individual models in key evaluation metrics such as ROC-AUC,
precision, recall, and F1-score, validating the effectiveness of combining
unsupervised and supervised techniques for complex, high-dimensional
transaction data [1], [3], [16], [17], [18], [20].

A key strength of the hybrid model lies in its ability to leverage heterogeneous
feature representations. The unsupervised components Isolation Forest and
Autoencoder capture structural deviations and reconstruction errors in the data
without relying on labels, making them effective at identifying subtle
irregularities [5], [6], [20], [23], while the supervised XGBoost component learns
discriminative patterns from labeled samples, enhancing detection precision
[16], [17], [18]. By integrating these complementary perspectives through a
logistic meta-learner, the ensemble achieves greater robustness, reducing both
false positives and false negatives as observed in the confusion matrix results
[3], [13], [15], [19].
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The analysis of feature importance further reveals that quantitative attributes
(e.g., transaction amount, session duration, and risk score) play a crucial role in
anomaly prediction, but the inclusion of behavioral and contextual variables
such as transaction type, location region, and purchase pattern significantly
enhances interpretability and model generalization [4], [7], [8], [9], [10]. These
findings underscore that anomalies in metaverse transactions are not solely
numerical outliers but often arise from behavioral inconsistencies that reflect
unusual user interactions or cross-region transaction flows [2], [7], [9], [23], [29].

Visualization through PCA provided additional interpretive value by confirming
distinct separability between normal and high-risk transactions [28], [30]. The
observed spatial clustering aligns with the hypothesis that anomalous behavior
is structurally embedded within the feature space, rather than random or noise-
driven [5], [6], [14], [15], [27]. This supports the notion that hybrid ensemble
learning can uncover latent behavioral dimensions that traditional anomaly
detection methods may overlook [11], [12], [13], [14].

From a practical standpoint, these findings suggest that the hybrid ensemble
framework could serve as a scalable foundation for real-time anomaly detection
systems in metaverse platforms [1], [2], [8], [9], [10], [22]. Its adaptability to
diverse data modalities, including financial, behavioral, and network-related
data, makes it suitable for continuous monitoring of virtual economies [18], [20],
[24], [25]. However, while the current model performs well under experimental
conditions, further optimization is needed for real-world deployment, particularly
in handling data drift, evolving fraud tactics, and computational scalability across
decentralized metaverse architectures [19], [21], [22], [26].

Conclusion

This study introduced a hybrid ensemble learning framework that combines
Isolation Forest, Autoencoder, and XGBoost using a meta learning approach to
detect anomalous transactions within the metaverse environment. The
experimental results confirm that the hybrid ensemble consistently outperforms
the individual models in terms of accuracy, precision, recall, F1 score, and ROC
AUC. These findings demonstrate the framework’s ability to identify complex
irregularities that conventional single model methods often fail to capture.

The integration of unsupervised and supervised algorithms enables the model
to achieve a balance between generalization and precision. The unsupervised
components are effective in identifying structural deviations and reconstruction
patterns, while the supervised component refines these insights based on
labeled data. In addition, incorporating behavioral and contextual variables
enhances the interpretability of detection results, showing that anomalies in
metaverse transactions arise not only from numerical deviations but also from
shifts in user behavior, transaction timing, and regional interaction
characteristics.

Visualization using Principal Component Analysis further reinforces the model’s
discriminative capability by displaying clear separation between normal and
anomalous transaction clusters. This pattern indicates that the hybrid ensemble
captures meaningful high dimensional relationships in the data and transforms
them into interpretable representations that support better risk assessment and
monitoring.
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In conclusion, the proposed hybrid ensemble learning framework provides a
robust, interpretable, and scalable solution for anomaly detection in metaverse-
based blockchain transactions. It shows strong potential for real-time
implementation in digital financial systems by enabling proactive detection of
fraudulent or irregular activities. Future research is recommended to focus on
extending the framework to include cross-chain data integration, adaptive
learning for dynamic transaction environments, and explainable artificial
intelligence approaches to enhance transparency and trust in metaverse
security analytics.
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